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Détection et reconnaissance de visages

Détection Reconnaissance “Isabelle”



Applications

Photographie numériqueOrganisation d’albums



Détection



Comment trouver un visage dans une image?
• Filtrons avec un visage? 

• Quel visage??



“Apprenons” le filtre!

● Normalize mean and standard deviation

SVM



Détection de visages: fenêtre glissante

…

Filtre (modèle)

Plusieurs échelles



Quelle représentation?

Filtres de “Haar” 
(Viola Jones 2000)



Pourquoi c’est difficile?



Expressions



Orientation



Occlusions



Illumination

Source: http://www.multipie.org

http://www.multipie.org


http://www.faceplusplus.com/demo-landmark/

http://www.faceplusplus.com/demo-landmark/


Application commerciale: iPhoto

https://www.apple.com/ca/mac/iphoto/



Application commerciale: iPhoto

http://www.flickr.com/groups/977532@N24/pool/



Application commerciale: iPhoto

http://www.flickr.com/groups/977532@N24/pool/



Reconnaissance



Reconnaissance de visages

x

1. Détection 2. Alignement

3. Représentation 4. Classification



Exemple simple
• Représentation = l’image elle-même! 

• Reconnaissance par “plus proche voisin”
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DeepFace

• Alignement en 3D 

• Apprentissage par 
réseaux profonds



Alignement



Alignement

Antonio Torralba & Aude Oliva (2002) 
Moyennes: des centaines d’images contenant une personne sont moyennées 

pour révéler les régularités dans les variations d’intensité à travers toutes les images



Cross-Dissolve vs. Morphage

Crédit: James Hays



Comment calculer le visage moyen?

http://www2.imm.dtu.dk/~aam/datasets/datasets.html

http://www2.imm.dtu.dk/~aam/datasets/datasets.html


Apparence vs forme

200*150 pixels (RGB)

Vecteur de 
dimensions 
200*150*3

Vecteur 
d’apparence

43 coordonnées (x,y)

Vecteur 
de forme

Vecteur de 
dimensions 

43*2



Notre visage moyen

Crédit: Yannick Hold-Geoffroy



L’homme moyen



La femme moyenne



Autres moyennes

Homme souriant 
moyenFemme moyenne Enfant moyenHomme moyen

faceresearch.org
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Eigenfaces (“visages propres”)
Données d’entraînement



Analyse en Composantes Principales
• Étant donné un ensemble de points dans un espace à M 

dimensions, l’ACP trouve: 
• les directions de variations principales perpendiculaires 
• les coefficients de chacune de ces directions, indiquant la 

“quantité” de variation présente 
• Le premier vecteur indique la direction de variation la plus 

importante, le deuxième… 

x1

x0

x1

x0

1ère composante 
principale

2eme composante 
principale



ACP 
Démo Matlab!



ACP

n M1

valeurs propres

• Technique de “réduction de dimensionnalité”: 
• on peut conserver seulement les n vecteurs propres les plus 

importants (car ce sont eux qui capturent les directions de 
variation dans notre signal!) 

• n vecteurs = un système de coordonnées approximatif, qui 
minimise la somme des différences au carré (encore celle-là!) 
de tous les bases possibles!



"Visages propres”
Les vecteurs propres sont des images! 

Qu’est-ce qu’ils indiquent?



“Visages propres”
• Effectuer ACP sur des visages nous donne un système 

de coordonnées 

• Si le nombre de vecteurs est assez grand pour 
représenter l’espace des visages adéquatement: 
• Tous les visages peuvent être représentés par une 

combinaison linéaire de ces vecteurs!



Application: rasage virtuel

Hoai et al., Eurographics 2008



La barbe!

Hoai et al., Eurographics 2008



Problèmes

• Les données doivent être alignées!



Utilisons aussi la forme!

200*150 pixels (RGB)

Vecteur de 
dimensions 
200*150*3

Vecteur 
d’apparence

43 coordonnées (x,y)

Vecteur 
de forme

Vecteur de 
dimensions 

43*2



Manipulons les visages

Visage courant

Prototype 2

Prototype 1

Visage transformé

http://www.faceresearch.org/demos/transform

http://www.faceresearch.org/demos/transform


Autres attributs



“Face recognition by humans:  
20 results all computer vision researchers should 

know about”

Sinha et al., 2005



Résultat 1
Nous pouvons reconnaître les visages à très faible résolution

Recognition as a function of available spatial resolution 
 
Result 1: Humans can recognize faces in extremely low-resolution images 
Progressive improvements in camera resolutions provide ever-greater temptation to use 
increasing amounts of detail in face representations in machine vision systems. Higher image 
resolutions allow recognition systems to discriminate between individuals on the basis of fine 
differences in their facial features. The advent of iris based biometric systems is a case in point. 
However, the problem that such details-based schemes often have to contend with is that high-
resolution images are not always available. This is particularly true in situations where 
individuals have to be recognized at a distance. In order to design systems more robust against 
image degradations, we can turn to the human visual system for inspiration. Everyday, we are 
confronted with the task of face identification at a distance and must extract the critical 
information from the resulting low-resolution images. Precisely how does face identification 
performance change as a function of image resolution? Pioneering work on face recognition with 
low-resolution imagery was done by Harmon and Julesz [1973a, 1973b]. Working with block 
averaged images of familiar faces, they found high recognition accuracies even with images 
containing just 16x16 blocks. Yip and Sinha (2002) found that subjects can recognize more than 
half of an unprimed set of familiar faces with image resolutions of merely 7x10 pixels, and 
recognition performance reaches ceiling level at a resolution of 19x27 pixels. While the 
remarkable tolerance of the human visual system to resolution reduction is now indisputable, we 
do not have a clear idea of exactly how this is accomplished. At the very least, this result 
demonstrates that fine featural details are not necessary to obtain good face recognition 
performance. Furthermore, given the indistinctness of the individual features at low resolutions, it 
appears likely that diagnosticity resides in their overall configuration. However, precisely which 
aspects of this configuration are important, and how we can computationally encode them, are 
open questions. 

 
Figure 1. Unlike current machine based systems, human observers are able to handle significant 
degradations in face images. For instance, subjects are able to recognize more than half of all 
familiar faces shown to them at the resolution depicted here. The individuals shown from left to 
right, are: Prince Charles, Woody Allen, Bill Clinton, Saddam Hussein, Richard Nixon and 
Princess Diana. 
 
Result 2: The ability to tolerate degradations increases with familiarity 
In trying to uncover the mechanisms underlying the human ability to recognize highly 
degraded face images, we might wonder whether this is the result of some general 
purpose compensatory processes, i.e. a biological instantiation of model-free ‘super-
resolution’. However, the story appears to be more complicated. The ability to handle 
degradations increases dramatically with amount of familiarity. Burton et al (1999) have 
shown that observers’ recognition performance with low-quality surveillance video is 
much better when the individuals pictured are familiar colleagues, rather than those with 
whom the observers have interacted infrequently. Additionally, body structure and gait 
information are much less useful for identification than facial information, even though 



Résultat 4
Les hautes fréquences à elles seules en sont pas suffisantes 

pour reconnaître un visage



relatively high-contrast and large facial features, eyebrows can survive substantial image 
degradations. For instance, when faces are viewed at a distance, the eyebrows continue to 
make an important contribution to the geometric and photometric structure of the 
observed image. Also, since eyebrows sit atop a convexity (the brow ridge separating the 
forehead and orbit), as compared to some other parts of the face, they may be less 
susceptible to shadow and illumination changes. Further, although the eyebrows can 
undergo a wide range of movements, the corresponding variations in the appearance of 
the eyebrows themselves do not rival those observed within the eyes and mouth, for 
example, as they run through the gamut of their own movements and deformations. 
 

 
 

Figure 5.  Sample stimuli from Sadr et al’s (2003) experiment assessing the contribution 
of eyebrows to face recognition:  original images of President Richard M. Nixon and 
actor Winona Ryder, along with modified versions lacking either eyebrows or eyes.   
 
Result 6: Both internal and external facial cues are important and they 
exhibit non-linear interactions 
A marked disparity exists in the use of ‘internal’ and ‘external’ facial features by current 
machine-based face analysis systems. It is typically assumed that internal features (eyes, 
nose and mouth), and their mutual spatial configuration, are the critical constituents of a 
face, and the external features (hair and jaw-line) are too variable to be practically useful. 
It is interesting to ask whether the human visual system also employs a similar criterion 
in its use of the two types of features. Some recent experiments from our lab have 
investigated the contribution of internal and external features as a function of effective 
image resolution. The experimental paradigm we used required subjects to recognize 
celebrity facial images blurred by varying amounts (a sample set is shown in figure 1). 
The subjects were shown the blurred sets, beginning with the highest level of blur and 
proceeding on to the zero blur condition. We also created two other stimulus sets. The 
first of these contained the individual facial features (eyes, nose and mouth), placed side 
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Résultat 5
Les sourcils sont parmi les parties du visage les plus importantes!



Résultat 8
L’inversion du visage affecte dramatiquement les performances!



Résultat 18
Une partie de notre cerveau est dédiée aux visages

Gauthier & Tarr, 1997) and neuroimaging studies (Gauthier, Anderson, Tarr, Skudlarski, 

& Gore, 1997) that lend some support to this “perceptual expertise” account. Recent 

findings appear to favor the original “face module” account of the FFA’s function, 

however (Grill-Spector, Knouf, & Kanwisher, 2004). 

 The full breadth and depth of the arguments supporting both positions are beyond 

the scope of this review (see (McKone & Kanwisher, 2005) for a more thorough 

treatment), but it is important to recognize that specialized face processing mechanisms 

in the human visual system are a very real possibility. Whatever its ultimate status, the 

response profile of the FFA provides a potentially valuable set of constraints for 

computational systems, indicating the extent of selectivity and generality we should 

expect from face recognition systems.  

 

 

 

Figure 18. At upper left, an example of the FFA in one subject, showing right-
hemisphere lateralization. Also included here are example stimuli from Tong et al. 2000, 
together with the amount of percent signal change observed in the FFA for each type of 
image. Photographs of human and animal faces elicit strong responses, while schematic 
faces and objects do not. This response profile helps place constraints on the selectivity 
and generality we might expect from computational models of human face recognition. 
 

Result 19: Latency of responses to faces in IT cortex is about 120 ms, 
suggesting a largely feed-forward computation 

Human observers can carry out visual recognition tasks very rapidly. Behavioral reaction 

times (RTs) are already quite fast, and represent a potentially large overestimate of the 

time required for recognition due to the motor component of signaling a response. 

Indeed, when a neural marker of recognition is used, accurate performance on such 

seemingly complex tasks as determining the presence/absence of an animal in a natural 

scene appears to require as little as 50ms (Thorpe, Fize, & Marlot, 1996).  

 Recently it has been shown that although this particular task (animal/no animal) 

seems quite complicated, it may be solvable using very low-level visual representations 

(Johnson & Olshausen, 2003). That said, there is neurophysiological evidence that truly 

complex tasks, such as face recognition, may be carried out over a surprisingly short 

period of time.  

 Neurons in primate inferotemporal (IT) cortex can exhibit selectivity to stimuli 

that are more complicated than the simple gratings and bars that elicit responses from 



Résultat 20
Notre mémoire est limitée lorsque les visages sont vus rapidement



Laquelle est plus belle?



https://www.youtube.com/watch?v=lVbrUuwK-8g



Survol


